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ABSTRACT

The problem of water loss from water distribution networks is a nggonomic problem that
worries many stakeholders in the Middle East area, espethabgworking in municipalities
responsible for water distribution networks. Since there is a shortage of water in most countries
of the world,this probem occupies great focus in the world especially in major cities, vihere

sociceconomic cost of water loss is increasing.

The breaking of pipes in water distribution networks is one of the main reasons for the loss of
water from the network, so thelis an urgent need to control this probleanprevent water
leakage from the pipes bgontinuousrepaiing and maintaimg the pipes before thbreak.
Therefore, there is a need to analyze and understand the data related to wateatiafistrib
networks and to use this data in predicting the breaking of the pipelines and identifying the

factors and variables that leadai@ak befordoroken pipes.

ugng of classical mathematical and statistical tools in identifying the parameters which play a
maj or role in the pr edacomplextaskbechusepof tipeeamplexityr e a k
of this systerso thatthis research seeks to crean alternative model that is to be used for
predicting pipes6é breaks in water di stributi

cause such breaks.

In this researchthe applied dataset collectddom the water distribution system in the
Municipality of Nablus, which is one of the lagties in the northern West Bank area of
Palestinethat was taken as a cas#udyThe R language was used to implemesgven
classification model$or pipes break predictiodepending othree data mining techniquésat

areDecision Tree, Logistic Regressiand Support Vector Machine



The first three models were built by using one of these three technique$ouherew models

have also been built by combining the two of these techniques.

Comparing the performance of these misdshows that the new model that is built by combining

the Logistic Regression and Support Vector Machine techniques, which is called LRSVM model
that is most reliable model in the anticipation of pipes' breaks because it gave the best values for
most ofthe calculated performance measures as its error rate varied between 0.01 and 0.12, and
it may be able to save up to 0.97 water from the amount of water lost from the network, with an

accuracy rate that may reach 0.99.
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1.1 Introduction

Watershortagds a major global problem that is especially concerning in the Arab world, which
is experiencing a rapid population growth, with limited freshwater resources and poor water
management. In 2011, approximately 75% of the Arab population sufferadvater shortage,

and nearly half of them lived below the level of extreme water pdesgyl00 m/y per person

for all population and this percentage is increasing signific4dtNESCO, 2015)

Before looking into water loss from water distribution networks, we must have &ladbyed

idea of the parts and structures of the networks in order to determine the requirements and data
needed to carry out this reseaidter distribution networks are a wide range of water pipes,
which start from the main water distribution tank belongingrtg municipality and end with the

points of consumption at houses, schools, industrial facilities and dthegeneral, water
distribution networks consist of three types of pipes classified according to their function into:
transmission pipes, main tibution pipes and service pipéstasmith, 2009)ransmission

pipes are pipes that carry water from the main reservoirs to the distribution networks. The main
distribution pipes transport the water from transport pipes astdkdite them throughout the

city. Service pipes are the pipes that branch out from the main distribution pipes, which transport

water from them to the consumption sit@s.asmith, 2009)

One of the main reasons for the loss of water in water distribution networks is broken water
pipes, which cause water leakage until the break is rep@iabari, 2017)Therefore, water loss

due tobroken pipes shodlbe reduced or prevented through the analysis of water distribution
network systems and the identification of the factors affecting the water pipes and leading them

to break.



As a result of technological development and technology incorporation ineadidifects, it was
possible to utilize technology to design models for water pipe management in water distribution
networks.Due to the increasing impact of this problem on the world, it has attracted the attention
of many researchesy to find ways to improve the management of limited water resources
reduce their loss and exploit them properly. From this point, the problem of water loss from
water distribution networks has been a hot topic for researchers and this thesis is butsaamexten

to the previous research on this §Rsttrout & Saleh, 2016)

The water distribution system is a complex physical system, therefore the processes causing pipe
breaks are often difficult to describe using classical mathematical tools, thusly predictive models
are usually used instead. These predictive models can atiag classified into three
categories: physical methods, statistical methods and data mining methadsmber of
researches conducted studies on the problem of pipe breaking and developed predictive models
to try to anticipate pipe breaks before they happtnd, Mannila, & Smyth, @1andWitten

& Frank, 2005 Han & kamber, 2012)

In this research data mining methods, which have achieved great success in the field of

predictive models for complex systems, areusddtwoi | d model s t hat antici

1.2 ResearchProblem and Motivation

Palestine is a country with many natural water sources, nevertheless, it suffers from a lack of
water supply, due to a number of factors most notably Israel occupation which controls major

water sources, fluctuation and lack of rain water in recent ye@rgasing water losses in the



water distribution networks, and the lack of material and economic resources to desalinate

seawater in order to extract freshwater.

The problem of water loss from watdistribution networks is one of the most serious problems
leading to water shortage in Palestine. Some studies showed that the rates ofwater loss resulting
from it are higher than 30%Jabari, 2017)while other studies argudbat in some Palestinian

areas this percentage reachpsto 50%(Ziad Mimi, 2004), (Adel Al-Salaymeh, 200@nd (Jad

Isaac, 2015)

Pipe breakage is one of the main causkwater loss from water distribution networks. Water
lost from water distribution networks through leaking pipes in the West Bank in 2013 were as
follows: 14% in Ramallah and Al Bireh governorate, 49% in Jerusalem goveldadhisaac,

2015) as shown irFigures (1).
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Figurg2) shows the data related to the consumption, losses and deficits of water in West Bank
governorates between the years 2007 and 204@ Isaac, 2015)Water deficit resulting from
water loss comprises somewhere between 6582%o of the totalwaterdeficit. Therefore water

loss should be reduced or prevented from water distribution networks to help resokegehe

crisis.
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Figure 2: consumption, losses and deficits of water in West Bank governorates between the years 2007 and 2013

Municipalities in all governorates in the West Baaek to solve this problem by tryingdetect
and repair broken pipes in the shortest time possible, but in practice this solution is not practical,

especially since it takes time to discover the location of the broken pipes and repair them.

The motivation behind this research can be ascribelet need to reduce water loss, especially
loss resulting from broken pipes by solving the problem of broken pipes before it occurs. This is

possible when the pipes that are expected to be broken are replaced or repaired prior to their



fracture in orderd avoid water loss. The study will rely on available data in the Water and

Maintenance Departments of the Municipalitie®alestiniargovernorates.

1.3 Research Question and Objectives

1.3.1 ResearchQuestion

When considering thproblem of water loss from the water distribution network and trying to

solve it, a number of questions arise:

A Can a pipe break be predicted?

A I's it possible to determine the number of
A What a rsthattaose brokengipes?

A What is the priority and impact of each of

A st possible to predict the amount of water lost from the water distribution network?

1.3.2 ResearchObjectives
The objectves of this research can be summarized as follawing

A Building a new integrated database for pipes in water distribution networks in Nablus
which contains all the datéhat related to all pipelines in the network as well as

maintenance data

A Findinganeffectivanodel to predict pipe breaks in the water distribution network.



A Making a good and effective decisions for pipes maintenance in the water distribution

network

Reducing the loss of water from water distribution networks

1.4 The ResearchObstacles

Upon commencing this studihe researcher faced somlestacleghat surfaced during the data
collection phase; those obstacles mostly pertairatgeneral shortage of data for some pipes, as
well as the lack of maintenance records of many yespeciallythe maintenanceatafor the

years 2012 and 2013

1.5 Overview of Research Methodology

The data mining techniques are used to achieve the objectives of this research; therefore data
mining methodologies is the one to be opted for in this research. The first step of the work after
gets a comprehensive grasp of the the problem is data mileGhe data is then analyzed,
cleaned, integrated, and transformed to an appropriate format so that they are ready for the next
step of building the model, where three different classification algorithms are used to build seven
prediction models for bré&ang pipes and to classify the pipes according to their breaking

possibility into two classes that is Yes or No.

Then, the performance of the models that were built is evaluated by using appropriate
performance measures and the results of the performemncerapared and the best model from

that is chosen.



1.6 Research Structure

This research is divided into five chaptératcan be summarized as follow:

Chapter one presents the introduction to the research, which shows the problem of study, its

objectives and its importance, and presents an overview of the research methodology.

Chapter two presents a literature review, which has been relied uponteckigeound for the
implementation of this research and which presents some previous research related to the subject

of the study.

Chapter thregoresentthe details of the research methodology, which were applied in this
researchwhere the knowledge discovery in the data methodology was used in this research to
develop three predictive models for pipe breaking by using data mining techniques through the R

language.

In Chapter four, the results of predictive models that were constructed are presented, the models

performance is measuradd the models are compared to reach to the best model.

Chapter fivepresat the summary, recommendations and futwearks



Chapter Two

Literature Review



2.1 Introduction

To build any successful and accurate model in any field of life, this model must be well planned
to it and relied upon to scientifically proven principles and concepts. This chapter presents the
background and all the theoretical concepts necessary tbdpilecise and effective predictive

pipe breaks modelWhereit presents all the techniques on which a mddeiding isbased and

evaluates, and explains the algorithms and methods chosen for this model.

2.2 Background

Thebackground for thisesearch iglisplay inthe followingsectiors that are thdata mining

techniquesindalgorithms in addition to models performance metrics

2.2.1 DataMining

Nowadays we live in a world are producing massive amounts of data per day, but cannot to
benefit from this data without analysis, so that we are need to analyze this data and discovering
knowledge from it. With this huge and growing amount of data, thex® avneed to develop
powerful techniques and tools to analyze data and extract information and knowledge thereof.
From here came the salled data miningHan & kamber, 2012)as a technique designed to
analyze data and seareh it; to find meaningful patterns of knowledge. Data mining has gained
widespread fame and popular{tgapoor, 2014) and is one of the fastest growing fields in the

field of computer science

Data mining can be performed on any form of data to obtain knowledge pattern. Data mining is
an essential step in applying intelligent tools on data; to detect important data patterns and

10



hidden in large sets of data, which were not visible before that.Dating is widely used in
diverse areas such as financial, telecommunication, retail, intrusion detection, social media and

other scientific applications

The Data mining "is the computing process of discovering patterns in large data sets involving
methals at the intersection of machine learning, statistics, and database sySieaksabarti, et

al., 2006)

Some researchers see the term data mining as synonymous with the term knowledge discovery in
data (KDD); because it hdsecome more popular to refer to the process in which the whole
discovery of knowledge in data. but others believe that the term discovery of knowledge in data
(KDD) is more comprehensive and consider data mining a step in the KDD p(btaas®

kamber, 2012)

Some believe that knowledge discovery in data is an easy process that stops when data is
collected and managed, but this is wrong, it extends to analysis and predicting what will happen

in the future

Thedata miningis given as a step in the process of discovering knowledge as illustrated in the
Figurd3).The stages and steps of knowledge discovéilan & kamber, 2012)can be
summarized as followBata discovery and collectiongleaning, integration, selection,
transformation, Model building and validation (data mining), evaluation, and deployment

(knowledge presentation)

11
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Figure 3: KDD process

Data mining models are divided in terms of the tasklash mining into two typ€klamalainen,
2006 Han & kamber, 2012)Tamilselvi & Kalaiselvi, 2013) (Sondwale, 2015)are: Predictive

and descriptive models as showFigurg4).
Data mining models

| ' |

descriptive models predictive models

Figure 4: Data Mining models types
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Predictive Modelsare models that amnsistent with the method of Elicitatiowhere available

data are studied and analyzed to predict what the system will be in the next period. That is, old
data is used to find the best predictions to predict what will happen in the future of the system
(Velickov & Solomatine, 2000)

The predictive model is constructed by forming a model of the target variable with one or more
variables in the system. The predictive model is the link between what is known and what is
unknown;it predicts the future event as a function of what is now known, which is built using
past examples of the future event and is more effective when it relies on a large amount of
reliable and correct data.

The appropriate method or technique is chosen to construct the predictive model by determining
the data mining task, there are four main methods that can be used in building this type of
model(Kalechofsky, September, 201@&)¥e classification, regression, prediction amalysis of

time series,@show inFigurg5).

Diata mining models

Classification methods Pradicton mathods Time s&ries snalysis Regression methods

Figure 5: Data mining methods of Predictive Model

Descriptive models are models that are consistent with the methedrapolation That is, it
uses logic to describe and analyze the relationships between variables affecting the problem, in
other words, models that rely on the reorganization of data and exploration of data in depth to

extract the indicators in the(iland, Mannila, & Smyth, 2001)

13



This type of model is divided into two main categories: clustering, where data and events are
grouped into clusters, and correlation models that determine the relationships between variables
affectingthe problem.

Based on the data mining task of building model the appropriate method is chosen to construct
the descriptive data modelThe most important methods can be used to build descriptive
models are summarizations, clustering, sequence digcawer association rules. As shown

Figures.

Data mining madsls

Summarization methods Clustering methods Sequence Jiscovery Associphion Rules

Figure 6: Data Mining Methods of Descriptive Model

2.2.1.1 SelectedV odel andM ethod

The predictive data miningnodel is the appropegte model for use in this study arke
classification technique particularlwhere classificatiomechniques appropriate, easy and very
effective to describe and predict of binary clas§gasn, Steinbach, & Kumar, 2006Yhe
classification technique is one tyjpé supervised learningvhich isto interpret or predict the

data property through other propertiasthe classification technique, a set of classes are
predefined, which presenting the object classes of the model, then the classification model is

want tofind which class the new data belongg¢Tan, Steinbach, & Kumar, 2006)
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The classification technique can be applied to the set of input data, to build a predictive model
using a number of methods, including: decision tree, support vector machine, naive bayes
classifiers, neural network, rule based classifi{@@n, Steinbach, & Kumar, 20Q6)andom
forest(Liaw & Wiener, 2002and other

In this research, three algorithms were chosen to build predictive models for pipes break, which

areDecision Tree, Support Vector Machiaed_ogistic Regressioalgorithms

22.1.1.1 Decision Tree (DT)'echnique

The decision tree is particularly important in the analysis of decision issues, which contain a
series of decisions or successive nature states.

The decision tree is a graphical, Quantitative graphic representatioof the decisiormaking
process, which helps to see all branches of the deasading process, illustrating all system
situations and possible scenarios for decision makiRgajwala, 2015)(Rokach & Maimon,

2014)

The decision tree represents the basic decision as well as secondary decisions that can be
subdivided into more specific secondary decisions, dependisgemific probability ratios.

That is, they take all possible alternatives to the decision according to the probability of a certain
achievement.

That is, they take all possible alternatives to the decision according to the probability of a certain
achievenent. The basic decision, secondary decisions and relatedesigions are represented

in the form of a tree and its branches.

The decision tree method is the guide or router for the deaisaker towards the statement of

that branch of the tree which ckead to the appropriate decision.
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The most important feature of a decision tree method to solve problems is that the process of
translating and displaying the possibilities of each branch, is done at the end of the tree and Its
edges and then are backiteobeginning according to the retrograde way.

In other words, the decision to solve a problem begins with the distant goals of the tree, and then
the decisiormaking process moves from a sdécision to another sutecision that is closer to

the root of he problem, ntil reaching the final stagehrough which everything related to the
problem is revealed.

It is worth noting that the decisiemaker, relying on this method, is able to understand the
problem under study and make decisions abd&akach & Maimon, 2014)

Although the method of decision tree is used in the exploration and preparation of data for
statistical processes and problem solving, studies and research proved to be one of the best ways
to build data mining model&Vu, et al., 08), which proved its efficiency in classification and
prediction techniques

Building the decision tree is not done arbitrarily, but according to the rules and steps specific and
clear. The basic rule in building the decision tree is to find the best question (condition) in each
branch of the treehis question divides the dataoentwo parts, the first section of which applies

to the question and the second section does not apply to the question. Thus, through a series of
guestions that represent the conditions of data division, the decision tree is built with its serial
branchegBordley, 2002)(Rokach & Maimon, 2014)

The decision tree consists of a specific set of nodes, where a distinctive node located at the top of
the tree is called the root node of the tnhich has no incoming edges. The edges come out

from the root node, each edge is returned to another oree Mbd tree may branch into several
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levels, where the node can be divided into two more nodes, forming a tree caltegesyubthe

node that branch out (from which the edges come out) called the internal node. The node that
does not branch out (from whidche edges does not come out) called the leaf node (or terminal
node), which represent class or decismaking. Figurg7)shows the general shape of the

decision tree

Rootnode
-~

1—-—.___‘___ .
— internal node

] ][]
AAAAAAAA
-— —

—_—

——— terminal node

Figure 7: the general shape of the binary decisiotree.

When using the decision tree in predictive models, to determine the expected class, start from the
root and then visit all the child nodes to which the condition applies on it to reach the target
class.

Whenever the data used to construct the misdsdrrect, accurate and reliable, then the decision
tree will be fully and correctly expressed about the sytatrmakes it a key factor in reaching

the right decisiomn information gain measure is used to decide the alternative splits in Decision tree,
which use the mathematical logarithm function for base 2 (log2) to transform information. Base 2 is

chosen since we use binary classification used.
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The formula is usedtcalculate the entropy of a dataset that is the sum of the probability of each
label times the log probability of that same label, is

V@ 0 = nlog, n  €logs(€)
Where'®@ O is entropy,O is training dataset) is possible value of observat®is positive
and¢is possible value of observations is negative.
Each choice of a split results in a tow partition of the training dataset thxt &d D2 the
information measure can be applied to each of these subsets tqagigté,. A measure of the

combined entropy or information can be calculated by the following formula:

01 01
e/ O = o+ ®
(02 (02

Where'®'@ ('O,"Y is combined entropyp1 andD2 are a tow partition of the training dataset and
l;andl,are new subset of tree.
The Information Gain that is representing the knowledge, which is the difference between the
entropies before and after can be calculated by the following formula:

WO O0,Y="89¢ 0 @e(0"Y

Where"@3@ O,"Yis knowledge'@'@ O is entropy and®"@ ('O,"Y is combined entropy.

2.2.1.1.2 Support Vector Machine (SVM)Technique

The SVM technique was introduced in the early 1990s by the Vapink rese@obker, Guyon,

& Vapnik, 1992)

SVM is one of a machine learning techniques, specifically is a supervised learning technique,
which is based on the statistical learning the@ypport vector machine was created to solve

pattern recognition issues, by determining the hyperplane foathgabe separated.
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Support vector machine technique is become an important and very effective method in the field
of classification(Bhavsar & Panchal, 2012prediction(Das & Padhy, 2012and regression in
machine learningtechnique&Support Vector Machines for Classification and Regression,
1998mnd(Wang L. , 2005)

SVM is a useful way to linear data classification, and is alsowaegul methodological science

for solving problems in nonlinear classification. In the simplest case, the SVM is a binary
classification, that is, it separates only two things. There are additions that make SVM capable of
dealing with more than two classet is also through additions that can deal with regression and
multi classificationl Mayor az & Al paydén, 1999)

The classification process by SVM involves two basic stages, which are the training phase and
the testingphase.

Training stage where training data is provided, where each element is inserted have the class and
attributes

SVM work to the classification procegslan & kamber, 2012)depending on the training
dataset, the SVM mode$ iconstructed to predict of class for cases that contain only attributes,
which are not known its class.

In the testing phase, the model is implemented on testing data to validate the roel@min

goal of SVM is to find the best hyperplane for the datbe separated and categorized.

Hyperplane is the dividing line between the data represented in space, which separates it into two
classes in the simplest cases of SVM as showfigare 8, and is a surface in the space have

dimensims largest than twdimensions
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Figure 8: Hyperplane for 2- Dimensions space

The separating hypreplane can be calculated by the following equation:

0.0+ ®=0
Where w is the weight vector of input variables thavis 04,0,,8 8 by where n is a
number of variables. x is the set of training data with associated class and b is a scalar bias.

To determine the label for each training tuple the foll@@quation is used

_ U+ 01+ 0,0+ E+0;6p 1,  aoF +1
Op+ 0103 + 00+ E+ 006 1, o= 1

Where y is the classy is the weight vector of input variables, n is a number of variables and x is
the set of training data with associated class

The SVM also known as maximize margin classifiers, where it works to get mageametric

margin and reduce the empirical classification error.

Themaximum margirequation is:

00 0=
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Where MMH ismaximum margin ~ x EO Al %OAI EAAAT 11T 01 1T £ x

Wherew is the weight vector of input variables and n where n is a number of variables.

The maximum margin hyperplane can be achieved by drawing an infinite number of hyperplane
The SVM algorithm chooses the hyperplane that is located in the middle exacttiemmiget

the best results in the classification process. Where the hyperplane that has the largest margin

between it and the nearest vector in this space is chosen as staéguras D.

Y
Hyperplane
0
0 O
O O
O O
8] 0 -
0 0 O wma A A
- : - - . - )
] - - i
A A B A
{—} - - >
R A A &
A a A A
-
C' Ciass 1
5 class 2

Figure 9: Large margin

In most cases, when data is represented in space, data cannot be separated using straight
hyperplane because some data belonging to a given class exists between the data in the other
class in spac&herefore, theSVM algorithm has been modified to solve this problem, so that
some points are allowed to be placed in the wrong place with no effect on the final result,

through the saalled soft margin
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In previous cases, the separate linear data are used, but it@eesehe data are represented as
vector in space are linear but inseparabléhese cases, the vectors cannot be separated by a
straight hyperplane, as the separation between the items is in the form of.a curve

This problem can be resolved by using the kernel functions, which works to transfer data into a
multi-dimensional spacéhe kernel function works to transfer data into a ralitthensional

space, using nelinear representation of data, and then searching for hyperplane to find a
maximizing margin using nelinear hyperplane. The kernel functions match between the
performane and accuracy of the classification process.

There are many kernel functions that help to represent linear data in aliméltisional space
are:polynomial kernel of degree n, sigmoid kernenl and gaussian radial basis functions.
polynomial kernel of dege two (Quadrature function) is the simplest type of kernel functions,
where the data values are squared and the square values are added as new dimensions in space
But this function is not used, because it makes the classificptimress very complicated,
because it doubles the dimensions of space, where the complexity increases exponentially as

space dimensions increase.

2.2.1.1.3 Logistic RegressionLR) Technique

A logistic regression is a model or statistical method used to predict the probability of a
particular event based on the study of a number of independent variables. The binary logistic
regression, which is also known as binomial logistigression, is considered one of the most
important models which can be used to study-tatued events, where it is used to examine the
relationship between a binary variable and an independent single variable or set of variables of

any type(David G. Kleinbaum, 2010nd (Walsh, 2016)
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The binary logistic regression model assumes that the dependent variable that the model is
concerned with it is a binary variable that takes one of the vélyiesd (0), where the value (1)
represents the occurrence of the event and the (0) valueserfgahe nowccurrence of the

event. The probability of the dependent variable is 1 represents by symbol P, the probability of it

is 0 represents by symbol-(B. (Park, 2013)

The logistic regression model can be definednayfollowing equation{Park, 2013)

1
W = (1+Q r‘10+(51<h1)

Where 1 wis the probability of Y occurringQ is the natural logarithm baséy: is the

intersection point with the-gixis, b;: is the regression coefficient ard is the predictor variable

The regression coefficient determines the effect of the independent variable on the outcome of
the dependent variable (the target variable), since the positive regression coefficient means that
this variable increases the probability of the dependent varialtee coefficient is negative, it
reduces the probability of the dependent variable. The higher value of coefficient regression,

mean the greater effect on the dependent vafiadrlenz, 2015)

Logistic regression is repreded in the Cartesian level in the form of logarithmic function, as
show in Figure (10), where the »axis represents the independent variable, while the P(Y)

representing on the-gxis, which takes values between 0 and 1.
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Figure 10: The Logistic function (Lorenz, 2015)

The Binary logistic regression is used in many fields, such as marketing, medicisecaaid

sciences.

2.2.2 PerformanceMeasure forModels

The process of discovering knowledge from data does not stop when the model is built, showing
the need to know the performance of the model; to ensure its accuracy and efficiency before
relying on itTherefore after building the model, it was necessary to find methods and algorithms
to measure the performance of the mo&stistical methods are important imatiating and
examining modelsThere are many methods to test the performanpeedlictive models

This research will focus on performance measurement methods that are limited to models that
choosing between two possibilitieges orNo. The world is full of problems and models that
involve decisions yes or no.

A simple example of mdictive models whose decisions are limited to two possibilities Yes or

No is the prediction model of pipe breaks
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Figurg1l)is represents the representation of the pipe breaks model. Any pipe will fall into one of
the two classes and usuathere is a break point between the two cla3$es representation is a

theoretical representation, but in practice, obtaining a definitive answer to the existence of the

situation in one of the two classes is not possible

Figure 11: A theoretical representation of pipe breaks model

In predictive models, there is usually an overlap between the two classes, where the model can
predict the presence of a pipe in the first class but actually it exists in the other class as show in

Figurg12).

b

Eagerr e tai st

Figure 12: A practically representation of pipe breaks predictive model.
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To represent predictive models in practice as shofigarel3 , The overlap between the two
distributions leads to different four casesich arérue positives (TP), true negatives (TN), false
positives (FP) and false negatives (KRNawcett, 2005)

True PositivegTP): These are cases in which we preditted and they do have thées True
Negatives(TN): These are cases in which we predidiex and they reallyNo, False Positives
(FP): These are cases in which we predidted butthey actualljNoand False Negative@N):

These are cases in which we predidtied but they actuallyres

2.2.2.1ConfusionMatrix

The confusion matrix is usually used to represent the results of binary predictive models, also
known as error matrix, which is matrix containsinformation about actual and predicted
classifications done by a classification system, as shavalitel It consists of two columns and

two rows, where the rows represent the actual classes and are yes or no, and the columns
represent the prediction classes of data that are yes or no. The intersection of rows and columns
gives four cases artrue PositivegTP), True NegativegTN), False PositivegFP) andFalse
NegativeqFN) ( Sokolova & Lapalme, 2009)

The performance of the model can be measured and models performance can be compared with
several methods, including the usegodiphs such as ROC, Lift, Sensitivity, Precision, Hand and
Cost curvedtis relied upon to calculate model performance metrics such as erresenatgyity

(true positive rate)false discwery rate, miss ratgrecision specificity (true negative ratend

accuracy.
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Tablel The Confusion Matrix

prediction

No (Negative)| Yes (Positive)

False Positive

(FP)

Actual

False Negativg TruePositive

(FN) (TP)

Yes (Positive) [No (Negative)

The Error Rate is aate of observations wrong in overall observations, which also known as

Misclassification Ratdt can be calculated using the following equation

(B+'@)
B(u\ﬁ +"®+"®') +U\Z’))

aigl vasos=

The Sensitivity which also known as Recall or True Positive Fateow often does it predict

yes, when it's actually yek can be calculated using the following equation

r.\f)

XEi'do'Qo= )

The FalseDiscoveryRate which dispka how often does it predict yeshen it's actually nolt

can be calculated using the following equation

@

QX QOE LA W' YIQ= %)
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The Miss ratewhich disply how often does it predict no,h&n it's actuallyyes It can be

calculaed using the following equation

]

0 "0 "YoaoQ= 5+d)

The Specificity which also known as true negative rate, is display ¢ftem does it predict no,

when it's actually ndt can be calculated using the following equation

o~

The Precision is when it predicts yes, how often is it cortecan be calculated usintpe

following equation

The Accuracy is how often the classifier derrect in overallt can be calculated using the

following equation

("D+"0)
B(U\6+nd)+nmr)+u\z’))

b Gabi (=

2.2.2.2CrossValidation

When constructing a prediction model, it is necessary to estimate the performance of this model

for a sample of data for future datéhe dataset under study is usually divided into three
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sections: the training data set usedconstruct the model, the sample data set used to tune the

model, and the tesig set used to test the model's performa(itan & kamber, 2012)

the cross validation is one of the most important statistical techniques usedasure the
performance accuracy of the model that was built and avoid the overlapping of testing datasets,
and there are several types of the cross validation, tfi@dcross validation is the most famous

and most important from.it

The K-fold cross walidation algorithm divides the data into K equal data sets, then the model that
was built is trained by the-K data sets, then the model is tested on the K data set, these steps
are repeated k times, in each time the error is calculated, then tmeoedl a&e taker{Syed,

2011)

2.2.3 The Programming Language for Data Mining

Due to the fact that data mining techniques achieved success in several fields and spread widely,
it was necessary to find applications and programminguizges that support the application of
these technologies to take different advantages of it.

But what are the best programming languages that can be used to build data mining models?

To answer of this question, two articles of web site are (Betetsky, 2014kdnuggets, 2012)

which are displayed the languages are used for data mining techniques.

the languages can be used in data mining are R, Python, SQL, Java, SAS, C, C++, Matlab, Perl
and UnixShell/awk/sed languages and others.

In(Piatetsky, 2014he top four programming languages that used for data mining are displayed,

which are R, Python, SQL and SAS.It was found that about 91% of those who work in data
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mining u® at least one of these languages in data mining tasks. It also turns out that the language

that got the top one is R language

2.2.3.1R Language

R language is one of the most widely used programming languages in the statistical analysis and
data mining fields, which is an open source programming language for statistical computing and
graphics(Zhao, R and Data Mining: Exangd and Case Studies, 201(Venables & Smith,

2017) Publication of it is subject to GPL license, which led to an increase in the available
resources for it on the Internet such aboeks, educational courses, some readyle programs

written using them, which distinguishes the R language, which havéalaeasite with the
possibility of downloading from the site directly, continuous updating of site and tools and
performs all knowledge discovery in data (KDD) functions rather than a specific function. R
language supports most common operating systents asicApple, Windows and Linux. Its

setup is easy and uncomplicated. It also allows building the predictive and descriptive models
using different methods and algorithms. The use of the R language of the data analysis is not
limited to text, but rather alles the representation of the data graphically.

Since R is open source this has made it a constantly evolving language, as the new methods and
algorithms are being developed and introduced to it, which are formed additions to this
language.

These additions are usually done by researchers and graduate students, who are motivated by the
ease of building additions to this languagsich provides many tools free and rapidly, much

better than the highriced commercial alternatives that are colted by the manufacturers.
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These additions are available as a hundreds of ready packages, which supports many data mining
tasks.Someimportant packages in the R language are: rpart, kernlab, e1071, random forest,
rattle, party, arules and grphics and mather package@eam, 2016)

The Rattlepackagés important in this researcRattle term in R language is a shortcut to the R
Analytical Tool to Learn Easily that is the data mining interface for R language. Rattle is
available as a reaetp-use package for the R languagieprovides a simple and easy graphical

interface for users of R language as showhigure13), especially beginner users.

Project Tools Settings Help Rattle Version 2.6.7 tegaware.com
o A . = .= o i
Execute MNew open Save Report Export Stop Quit

Diata |Explore Test | Transform Cluster Associate Model|Evaluate Log

Source: @& Spreadsheet O ARFF ) ODBC () RDataset O RDataFile O Library O Corpus O Script

Filename: (Mone) =| Separator; , Decimal: | ¥ Header
L) Partition Edik

Target Data Type

@ nput @ lgnore Weight Calculator: | % Aute (O Categeric ) Mumerle ) Survival

Welcome to Rattle (ratile.togaware.com).

Ratile is a2 free graphical user interface for Data Mining, developed wsing R. R is a free software environment for
statistical computimg and graphics. Together they provide a sophisticated environments for data miming,
statistical analyses, and data viswalisation.

See the Help menu for extensive support in using Rattle. The Togawars Desktop Data Mining Survival Guide includes
Rattle documentation and is available from datamiming.togaware.com

Rattle is Licensed under the GNU General Public License, Version 2. Rattle comes with ABSOLUTELY NO WARRANTY. See
Help -> About faor details.

Rattle version 2.6.7. Copyright 2P06-2811 Togaware Pty Ltd
Rattle is a registered trademark of Togaware Pty Ltd

| Te Begin: Choose the data source, specify the details, then click the Execute butten.

Figure 13: rattle interface.

Rattle package is used to provide the ability to analyze data and build strong descriptive and
predictive models by using many powerful tools and algorithms available in the R language, in

addition to the poskility of evaluating the models that have been built, until the pattern is
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completed and its deployment without the need to know and use the written commands in the R

languaggWilliams, 2009)

R language and this packages with a thousands of packages is available on CRAN web site as a
free software environment in addition to other many websites , which can be extended very

easily by many of developef§eam, 2016)

2.3 RelatedWorks

This section introduces nine different research papers that present mathematical and statistical
solutions to the perennial problems in management of water distribution systems. Pfabézins

by utility managers include; lack of deterministic models to predict pipe bursts, leaks and costs
involved. From data collected, it is obvious that current manual techniques for monitoring,
managing and understanding water management systemse#i@ant, outdated and costly. In

the below papers, researchers present different techniques that can be applied to improve the
entire water management value chain, from data collection to analysis and interpretation.
Solutions presented include regressinodels, data mining algorithms, stochastic processes and

genetic programming techniques.

Paper (Giustolisi, Savic, & Laucelli, 2004)introduced EPR (Evolutionary Polynomial
Regression), a better technique that can be used to predict occurrence of pipe bursts. EPR makes
use of symbolic data analysis techniques and has been tested using UK water distribution system
data sets. Apart frompredicting occurrence of pipe bursts, EPR also investigates occurrence and
frequency of factors that contribute to pipe bursts such as age, diameter and length of pipes.
Generally, results from use of EPR models showed a big positive correlation betweamdag
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length of pipe to pipe burst. There was an inverse relationship between pipe diameter and pipe
bursts. EPR presents a reliable and systematic way to predict and monitor occurrence of pipe

bursts.

Researchers iMashford, Siha, Marney, & Burn, 2008gek to investigate pipe leakages in
South Eastern Melbourne, which showed practically applicable methods for locating and
determining location of pipe leaks in water systems. This process simply requires monitoring of
pressure at specific location in a water system and use of SVMs. Data required to train SVMs is

in turn obtained from EPANET systems. Results show that accuracy of prediction of leak
location majorly depends on spatial resolution of used data. However, fortjoreditleaks in

water systems to be possible pressure sensors need to be installed in different sections of a water

system.

Paper( Bubtiena, ElShafie, & Jaafar, 201iftroduced much needed and adaple model
improvemen techniques that can be widely applied in current regression models for pipe bursts
predictions, through improve accura®f existing norlinear mutiple regression models,
thisresearch using real life water distribution system. The researchers showtidapraays

through which system engineers can improve predictability pipe breakages.

Study( Xu, Chen, Li, & Ma, 201Bssessed different statistical models that can be used
to determine pipe brakes in water systems. Two deterministic statistical data techniques are used
for this analysis; GP (Genetic Program Mining) and EPR (Evolutionary Polynomial Regression).
This studywas based in Beijing city which was used as case study. Researchers in this paper

argue that there is need to sort and order the historical pipe break data available complex data
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available. The data can be ordered according to the years, quantity antudeagrhis paper
successfully presented a data sorting procedures that can be used for future pipe breaks data
collection and storage.

Research in( Martins, Leitdo, & Amado, Comparative Study of Three Stochastic Models for
Prediction of Pipe Failures in Water Supply Systems, 20&akes use of different stochastic
processes like the poisson, Weibull and yule process to predict failure in Portuguese water
systems. After applying the three models it was however discovbeeedWeibull process
showed the best process results by correctly predicting occurrence of water system failures.
Results from this research showed that pipes that have a history of failure have a higher

likelihood of failing again, this because most pipesome more vulnerable after repairs.

In study( Wang, Dong, Wang, Tang, & Yao, 2018 researchers use data mining and
statistical techniques to design and schedule maintenance prevention techniques for water
systems. Aim ofhe research was to reduce the costs and improve the accuracy when it comes to
water system maintenance and improvement. The research draws data from New York City. The
research has shown that by use of algorithms like RankBoost.B empirical studiesaoalybed
to allow schedule maintenance of water pipes which in turn prevents pipe breakages.

Study (Xu, Chen, Ma, & Blanckaert, 2013j)sed the Beijing water system as a case study and
propose statistical solutions to the pehl of water pipes breakages. The prediction model was
then developed using genetic programming. This research successfully determines and connects
pipe breaks and replacement costs using real life data collected in Beijing city. The model uses
genetic progamming to predict break rate at a considerable performance rate of 0.814. The

model also calculates the approximate replacement time for pipes given their diameters and
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length. Economic equations introduced in the study give an estimate of the costuref fut
replacements and repairs which is not only crucial but is also cost effective to utility managers.
The study recommends assimilation of new data in the model to improve its efficiency.

The ( Francis, Guikema, & Henneman, 2014jiscusses application of Bayesian inference to
forecast the pipe breaks in mAdlantic US water system. The result, application of BBN in
prediction of pipe breaks presents and important discovery for the general use of statistical
inference techniges and models in understanding complex systems. Though the results show
that this is a complex procedure, BBN study not only presents a significant knowledge base, it
can also present a framework for the adoption of data collection standards in the water

management industry.

In (Ghorbanian, Guo, & Karney, 2016¢ researchers make use of historical data to design a
probabilistic model for determining occurrence of pipe breaks and bursts. This study was based
in Ontario, Canadavlonte Carlo simulation is used to estimate rate of expected pipe breaks and
reduce costs incurred in repairs and rehabilitation. The results, when the pressures reduced will

decrease the pipes broken in system.
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Chapter Three
Model Development



3.1 Introduction

The purpose of this research is to use the data available ire¢bedsofthe Studies and
Maintenance departmenasthe Water and Sanitation Department in the Nablus Municipality
to solving the problem of water loB®m broken pipes through the use of data mining techniques
in orderto designa predictive model for broken pip&s. achieve thiswe must understand the

general perception of the reseavdhich is displayednFigurg14).

Maintenance Department Studies Department

Vanterance D8 Studies D8

Variable selection and
transformation

Applying Data Mining
Techniques
Pipes Break Prediction Models

Models evaluation

Result of Models collection

(rutes, the importance of vanaties)

naw Pipes D8

Figure 14: General perception of the research
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This research adopts the inductive researchmethoahich the researcher begins with the
collection of data and observationsnd then moves forwardo generalizations the

generalizations in this case are relatedip@ break prediction model.

To achieve the objective of this research, the process of developing the model must be well
thought and sequencelligurel5 displaysa sequence diagram, whichpresetiits steps otlata
collection and analysigsedto build modelsimplement thenandeventuallyassessthem in order

tochoosdhe bestln the followingsection theusedresearch methodology [mesentedimetaik.

Datasat Dl bibd 20T LR

T inpul daly

10 rpad dla

Figure 15: The sequence diagram of the search
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3.2 Research Methodology

The research methodology begins from understanding the know data related to the existing
system. The next step is data collection and processing in ternze o$lsape and content;

the data in this study is to be collected from Nablus Municipality departments. The third step

would be the selection of the variables related to the prediction model. The final step is data
transformation to guitableform consistent with model construction

Since building and evaluating models is an important step to achieve the objective of

research; so that seven binary classification models are building, evaluating and comparing
performance oft. The steps of research methodology are displayed in the flowchart in

Figurg16).

System understanding

!

Data collection

l

Data preprocessing

|

Data selection

l

Data transformation to
CcsV file

|

Build models

|

Evaluation of models

!

Comparison of models
performance

Figure 16: Flowchart of research methodology
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The first step whiclis system understanding was explained in detail in the first chapter, in the

following section the other steps are explained in detail.

3.2.1 Data Collection

The nformation relatedto4810 main pipes in the network was obtained fritta Sudies
Department The data mainly pertained foipe ID (A distinguishing seriahumber of the
pipethaj, pipe material,installation datepipediameter pipdength,pipe type its distributionfil
or 20), pipe subtype pipe pressure zone (the code of water pressure i, pipe pressure area
(the name of area that$itne water presse inthe pipe), andhelayer ofthe pipe. As shown in

Table?.

Table2: Variable of main pipes from studies department

Features Values

Pipe Material Poly Propline, HDPE, Poly Vinyl Chloride, Steel, Ductile Iron, Galvani
steel

Year laid From 1957 to 2017

Diameters From 2 to 12inches

Lengths Total 298.20 km

Shape Length From 0.010202 to 555.198138

Asker_Camps, C1, E0.1, E0.2, E0.3, Ein_camp, Gasial, Hurush_line,
NE2, NE4, NWO, NW1+NW2a, NW3+NW2b, Out Nablus, Rafed&®?,
S3,54, S5, SE1, SE2, SE3, WO, W1,-1WW2a, W2b, W3, W4
Worash_Gravity, Zawata.

Type Dis_1, Dis_2.

pressure zone

Subtype From 1 to 20

The data obtained from the Studies Departmemiomposed otwo Excel files, the first one

showstype distribution 1, and the secoode displaysype distribution 2.
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Information recorded for pipes maintenance in the network was obtained from maintenance

department, which include data of all pipes had maintained from year 2010 to 2016.

Those recordgsontaining data of pipes maintenance related to maintenance type, type of pipe
that main pipe or not, in addition to the data for the pipe such asnaferials, pipe diameters

etc.

3.2.2 Data Preprocessing

After completing the data collection, at first the two files from Studies Department are merged in

one Excel file and then some operations are performed operation on file to be clean and normal.

When looking at the data file, it was found that part of it wassomea by the inch unit while the
other part was measured by the Millimeters unit, a lack of data was shown about knowing the

pipe installed year for some pipes.

After completing the data collection, at first the two files from Studies Department are rrerged

one Excel file and then some operations are performed operation on file to be clean and normal.

When looking at the data file, it was found that part of it was measured by the inch unit while the
other part was measured by the Millimeters unit anatladé data was shown about knowing the

pipe installed year for some pipes.

3.2.2.1 Normalizationthe Diameter of the Pipes

Part of the diameter of the pipes was measured by the inch unit while the other part was

measured by the Millimeters unit, so must work normalization for ithdomalizationthe
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diameter of the pipes an algorithm was used to make all the diarokthespipes in millimeter.

FindMissing Data for Pipe Install Year

A missing of data was shown about knowing the pipe installed year for some pipes. By asking
the engineers working in the studies department in the water and sanitation department in the
Nablus Municipality about the lost installed year of pipes data, ifexasd that the missing data
belong to the pipeshat were installed before 199Berefore, the data for the pipes that were
installed before 1990 are extractddhen an apriori algorithm was applied on the data from the
pipes that were installed before 1990 to get the lost years and get rid of the missing data. as

shown below pseudo coderffind missing year.

After getting rid of the missing data, the pipe age of pipe was calculate by subtractionahe inst
year from the research yeand insert it to file as new columhhe maintenance data for broken

main ppes from years 2010 to 2016 were selected that are interest in this research

In view of thedatasomedifference was observed in the names of some variables, so the names

of the variables are unifidaefore the twalata are merged together. Then thisdatamerged.

3.2.3 Data Selection

After the data are cleaned and integrated it becomes ready to build models but must be selected
the variables relevant to the research task and problertihasdhe selection data process is
performed. Then variables are reformulated to become well amdidaito build modelsthe
Variablesselected an@formulated to build the prediction models are The pipe ID ( ObjectID),

pressure zone for piperessure_zone) ,subtype of pipe (subtype), pipe materials (material),layer
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of pipe (layer),type of pipe (type) Shape Length of pipe (shape_length),pipe diameters (Diam),

pipe break , and age of pipe (pipe_age) as showahig3)

Table 3: The variable selected

Variables selected Values
ObjectID From 1 t05096
Pipe_age From 1 to 63 years

Poly Propline, HDPE, Poly Vinyl Chloride, Steel, Ductile Iron, Galvani
Pipe Material
steel

Diameters From 2 to 12inches

Asker_Camps, C1, EO.1, EO0.2, EO.3, Ein_camp, Gasial, Hurush_line,
NE2, NE4, NWO, NW1+NW2a, NW3+NW2b, Out Nablus, Rafedia,
pressure zone
S3,54, S5, SE1, SE2, SE3, W0, W1,-IWW2a, W2b, W3, W4

Worash_Gravity, Zawata.

Type Dis_1, Dis_2.
Pipe break Yes or No
3.23.1 Data Loading

R language is used to loading dataset, which is previously collected and processed, preface to

build the model.
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data is loaded directly from a comma separated value (CSV) file, which is contains data on the
pipeline network in the municipality of Nablus, con&id810 records of pipelines and
maintenance carried out on thétfter the data are loaded the next step iddfine the variables

in the file and determine the type and role of each of them in building the .mMbéelariables
Pressure Zone, Subtype, Material, Typgam and pipe.age are selected as input variables,

which are will be used to predict to target variable

Input variables are divided into two types numeric and categoric variables. the numeric variables
are Subtype, Shape_Length, Diam and jgige. Thecategoric variables are Pressure_Zone,

material and type.

The variable pipe.break is selected as target of models andbiketi@as ident for records,
which is ignored when modeling but it is used when scoring dataset to ident observations in

scoring file.

3.2.3.2Data Exploring

The better understanding of the available data set is important to know what the data look like
before building any prediction models for water pipes br&ikthe exploring data will be

necessary to do.

To exploring data, the each one of the inpuialales are studied to analysis the distribution of it
by pipe break, and understand the frequency and density of each variable by pipe break. the
Graphical tool are used to achieve thdte Graphical tool is a good to help us to understand the

data's chaacteristicsand distributiorof it by pipe break.
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This section display the histogram plot for numeric features, which is a common way of
presenting data because it provide useful and quick graphical view of the distribution of the data,
and Bar blotfor categorical features, which like histogram, that uses to show the frequency of

each of the possible values of the categorical variables.

3.2.3.2.1  Distribution of Diameter by Pipe Break

The diameter of the pipes in the research dataset is ranged from 50 tdlB06ten (mm). but

does the pipe diameter have any effect on pipes break? That is, is the occurrence of broken
pipes concentrated at a particular pipe diameter? To answer of these questions must show the
distribution of pipe diameters by pipe break. 8SatttheFigurg17)display the distribution of

pipe diameters by pipe break, where it shows that the broken pipe is concentrated in pipes with

a diameter ranging from 60 to 90. While the frequency of pipes break is very small for pipes

with adiameter between 200 to 300 millimeters.

Figure 17: Histogram plot for distribution of diameter by pipe break.
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This means that there & inverse relationship between pipe break and pipe diameter, as the

frequency of pipe breaking increases as the diameter of the pipe decreases.

3.2.3.2.2  Distribution of Subtypeby Pipe Break

The subtype of pipe in the research dataset takes values from 1 to 20. The frequency of pipe
break in each one of subtype values are studied to know the distribution of subtype by pipe
break and the relation between subtype by pipe break. as showigung18)The biggest

frequency of the pipe break occurs when the subtype value equAlgerwhen the subtype is

equal to eight, the density of the pipe break is close to the previous one

Figure 18: Histogram plot for distribution of subtype by pipe break

However, it is observed that the frequency of the break of the pipes is almost distributed to all
subtype values, which mearisat it is difficult to determine the relationship between the

subtype and the pipes break accurately.
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3.2.3.2.3  Distribution of Pipe Ageby Pipe Break

In reference to the data set that was prepared for the building of the prediction model,
especially the variable age of the pipe, it is noted that the atfee ghain pipes in the water

distribution network in the Nablus municipality ranges from one year to three sixty years.

A study was conducted on distribution of pipe age by pipe break. The result was as shown in
Figurg19),Which shows that thdensity of broken pipes are concentrated in pipes that are its

age more than thirty years old compared to the number of it. But it is remarkable that there is a
high frequency of pipe break in pipes that age are 12 years old on average, Which aresthe pipe

that weremstalled between 2007 and 2012.

Figure 19: Histogram plot for distribution of pipe age by pipe break
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3.2.3.2.4  Distribution of Shape Length by Pipe Break

The histogram plot fordistribution of shape length by pipe bsediawn to study the dinsety
andfrequency of the pipes break shape lengtivalues as shown iRigurg20),Which shows

that the pipes with break are almost riiened with the pipes without break

Figure 20: Histogram plot for distribution of shape length by pipe break

3.2.3.2.5 Distribution of Material by Pipe Break

The material variable is one of categorical variables in research dataset, which have six different
values, that is PP (i$ an abbreviation for Poly Propline pipe), HDPE ( It is an abbreviation for
High-density polyethylene pipe), ST ( It is an abbreviation for Steel pipe), GS (It is an
abbreviation for Galvanized steel pipe), PVC (It is an abbreviation for Poly Vingri@éal

pipe) and DI ( It is an abbreviation for Ductile Iron pipe)

To understand the frequency of the pipes biieaknaterial variable value$hé distribution of

material by pipe break is drawn by Bar blot as showrignirg21), because the histogram plot
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can't beusedto draw The categorical variablé&hichshows that there is a significant difference

in the frequency of the pipes used in the water distribution network in the municipality of
Nablus, which the order of the pipes by frequency from the most frequency to the least as
follows: Galvanized steel pgpy Highdensity polyethylene pipe, Poly Propline pipe, Ductile Iron
pipe, Steel pipe and Poly Vinyl Chloride. While they are arranged by the frequency or density of
the broken pipes in it, relative to their frequency from the most to the lowest fracfolivas:

Poly Propline pipe, Steel pipe, Higlensity polyethylene pipe, Galvanized steel pipe, Ductile

Iron pipe and Poly Vinyl Chloride

Distribution of Material {sample}
by pipe.break

men

L bem

Figure 21: the Bar plot for distribution of material by pipe break.

3.2.3.2.6  Distribution of Pressure Zoneby Pipe Break

The pipes in the water distribution network in the municipality of Nahftegdistributednto 32
different water pressure zones,

To determine whether the pressure value was related to the fracture of the pipes, the distribution
of the pressure zones by pipe breagtiglied bythe Bar blot graph as shownkingurg22).
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Figure 22: the Bar Plot for distribution of pressure zone by pipe break

3.2.3.2.7 Distribution of Type by Pipe Break

The pipes in the water distribution network in Nablus Municipality have one ofywes are

dis_1, which represent the first part of the water distribution network and dis_2, which
represent the second part of the water distribution network according to data from studies
Departmenilo understand the frequency of the pipes break the type variable the
distribution of type by pipe break is explained by the Bar blot as shdviginr&23), which is

shown that the density of the pipes break in the dis_1 type is much greater than in dis .2 type

(1]
1ot

Figure 23: Bar blot for distribution of type by pipe break.
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3.2.3.3 ModelsTraining, Validation and Testing

Threedatasets araeed whenthe predictiomodel will build; where the first dataset will use to
build the model, the second will use to tune the model building to improve its performance and

the last dataset to evaluate the model performance.

To obtain data sets and build a prediction model @aias®t was divided into three parts are:
training dataset which will use to build the model, validation dataset (known as a design dataset)
because it assist in the design of the model and tune it, and testing (latasetas evaluation

datasetjo evalate the performance of model.

This research is adopted Prof. Andrew Ngbos
course to divide the dataset into: 60% as Training data, 20% as validation data and 20% as

testing datéNg, 2016)

After loading data the first step to divide datyich aseed for generated sequence of random
number to divide the dataset is seleclbe seed is putted the same number for each building
modelsto obtaining of the same sample .The number of seed hér ©&én the observations of

our dataset are taken and divide into three datdNeetsthe data are ready to build the models

3.2.34 Implementation of Building Models

After the data sets became redlypugldatasqpartition, it became possible to build models to

predict the breakof the pipesAs shown ifrigure4).
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Figure 24: Building models.

In this sectionsevenclassification models have been built to predict pipes break which are

depending omising the DT, SVM and LR algorithms.

3.2.34.1 Decision TreeModel (DT)

The first model was built using the decision tree algoritheRattle in R languageausedto

build the decision tree classification modélketraditional decision tree algorithm are used to
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build the decision tree model, which is usked'rpart' packagethat is provides the reliably and
very robust implementation of the classification algoritfiime rpart package is a reachade
software pacige available for R language, which used for the purpose of building and

representing classification models using a binary decision tree.

It includes tools to build the model, graphically represent it and give a summary of the final
results, which are easip use and understan(btrobl, Malley, & Tutz, 2009Iherneau,
Atkinson, & Foundation, 2017)

Thereare a number of parameters whose values must be detertoibedd a Decision tree

using this package, which is Min split, Min Bucket, Max Depth, Complexity, Priors and Loss
matrix.

The Min split parameter represents the minimum split of observations in the node. It shows the
minimum number of observations, whictust be in any node in the tree until they are broken
into another nodes, that is here 20 observations. The Min Bucket parameter is the minimum
number of observations in any leaf node, and its value usually one third of the Min split

parameter that is heeobservations.

The Complexity parameter is a useful parameter in the tree pruning where it is used to adjust the
size of the tregthis research takes the default value of the complexity in the rattié1dke
Depthparametarepresents the depth of thedr and is the largest number of levels that allow the

tree to extend to ithat is here30 levels.

ThePriors parametanses to specify percentages and priorities for each class in the classification

model. The Loss matrix parameter The Loss matrix parameter uses to give weight to different
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error types, which are false positive and false negative in binary classifidatitre last two
parameters values are not specified, which means giving the two classes the same effectiveness

in building the model, as well as the resulting error tyfies DT algorithm Pseudocods

display inFigure@5).

Procedore DT (TD, 5_Var, target)

Input: TD: Training Dataset, 5 Var: selected Variables, Target: iz a
class wvariable.
Cotpuot: tree

Create a Root node for tree.
If all TD examples have the same target value = tTp.
Then return the single terminal node with target value = Tp.
Elze if 5 Var = empty
Then return the single terminal node with most common target
value.
Elze

Select one wvariable one wvariable E for 5 Var based on an
information gain procedure.

Set R for Root.
For each possible walue wv; of R do

Let TD,; be the subset of TD that have walue v; for R.
Add a branch B below root labeled with the wvalue v;
If Ty iz empty
Then add terminal node below the branch with target
value = mos3t common value of target in TD.
El=e
Call DT (TDy, 5_WVar - {R}, target) and add the
resulting tree as the subtree below the branch.
}

}

Eeturn the tree rooted at E.

Figure 25: The DT algorithm Pseudocode
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3.2.3.4.2 Support Vector MachineModel (SVM)

The Support Vector Machine (SVM) model is ttecondmodel is built in this research. Rattel
supports the implementation of the SVM algorithm through #@ral&bpackage that provides a
ksvm function Theksvm function can be esd for different modeling tasks.

Thekernlab packagés one of the most important software packages available in the R language,
which provides the ability to build classification models using SVM algorithms, which provides
many basic kernel functions for the language R users, and It contains of mamynijnehich

The ksvm() function is one of the most important of it.

The ksvm() function is the implementation of support vector machine (SVM) by kernlab, that
provides a matrix interface with a standard formula interfaaratzodou, Meyer, & Horni,

2006)

The purpose of using the SVM algorithm in this search is to build a classification model, which
means the use of-8VC formulation in ksvm function, which is used to build svm classification
model theradial basis function kernel is used to represent our data into adimudtnsional
space, which using a Gaussian type of function (that is works on the principle of do dot product
between two vectors) by using the automatic sigma value based on tleadig@rameter cost

equal one to get a few the points near the decision boundary .

The last parameter is tuned that is the class probabilities parameter, wigel i® determine if
the model will calculate the class probability or not, that in this research true to calculate the

class probabilityfhe SVMRBF algarithm Pseudocode is display figure @6)
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Procedure S5VM RBF (TD, 5 Var, target, size of TD, N Var)
Input: TD: Training Dataset, 5 Var: selected Variables, Target: is a
class wvariable, =zize of TD: number of Training Dataset examples, N Var:
number of zelected Variables.
Ootput: The EEF 5VM model

Label training dataset examples by target value.

REepresent the TD examples in N Var dimensional space.

For all TD example=s do

For all 5 Var x do

Compute the BEF 5VM k (x;, ;)
k{x[;.rj} =g~ | X 115200
}
1t Diak(xpx)+ b2 0
Then the TD iz classified as a Yes example.
Elze the TD iz classified as a No example.
}
Eeturn the 5VM classification model.

Figure 26: The SVM-RBF algorithm Pseudocode

3.2.34.3 Logistic RegressiorModel (LR)

The LR model is built as binary classification model for pipes break prediction bypat#age

in R languagewh i ¢ h u g €& dhackageein RThe gml function is a the package available

in the R language used to build a many type of Regression models including the Logistic
regression model that tkat is useful for predicting of a binary dependent variable from a set of
continuous predictor variables.

It is used togeneralizdinear modelthatis useful to give a description of the error distribution
and a symbolic description of the predicidtothorn, 2011)

The LR algorithmPseudocodes display inFigure 27)
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Procedure LR (TD, 5 Var, target, size of TD)
Inpmt: TD: Training Dataset, 5 _Var: selected Variabkbles, Target: iz a
class wvariable, size of TD: number of Training Dataset examples.
Ontpuot: The Binary logistic regression model
Select target wvariable as the dependent wvariable.
Initialize a weight table for each 5_Var wvalues.
Initialize a LE table with zero for each TD example.
For x; = 1 to size of TD
Compute the prediction P; for =;
1
k= T L
1rg AU
Set LE table (xi) = PB;

}
Eeturn LE model.

Figure 27: The LR algorithm Pseudocode

3.2.344 Logistic Regressiomecision Treanodel (LRDT)

The LRDT model is the model was builtdpmbinal the LR andDT algorithms Thefig | ramd
'rpart’ package are used tbuild this modelwith the same parametdfsat areusedwith the LR

and DTmodels

The LRDT models implemenédby execute thelogistiaegression function on training datase

example then classification data Dgcision Treealgorithm

TheLRDT algorithm Pseudocode is displaykigure @8)
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Procedure LRDT (TD, 5 Var, target, size of TD)
Impunt: TD: Training Dataset, 5 Var: selected Variables, Target: iz a
clazz variable, size of TD: number of Training Dataset examples.
Omtput: The Binary logistic regression model

Select target wvariabhle a=z the dependent wvariable.

Initialize a weight table for each 5 Var wvalues.

Initialize a LR table with zero for each TD example.

For x; = 1 to size of TD

Compute the LE for =x;.

Insert a LE wvalue to Training Dataset TD example.
}

Initialize Ty Training Dataset.
Call DT (TDyg, 5_Var, target].

REeturn LEDT claszzification model.

Figure 28: The LRDT algorithm Pseudocode.

3.23.4.5 Logistic RegressionSupport Vector Machine Mode(LRSVM )

The LRSVM model is the model was built bycombihthe LR andSVMalgorithms Thefig | mo
and'kernlab package are used to build this model, with the same parameters that areitised

theLR andSVM models

This modelis implemeneéd byexecute thelogistregression function on training dataset example
then classification data B§VM_RBFalgorithm The LRSVM algorithm Pseudocode is display

in Figure @9).
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Procedure LERSVN (TD, 5 _Var, target, size of TD)
Impunt: TD: Training Dataset, 5 Var: selected Variables, Target: is a
clazz variable, size of TD: number of Training Dataset examples.
Omtput: The Binary logistic regression model
Select target wvariabhle a=z the dependent wvariable.
Initialize a weight table for each 5 _Var wvalues.
Initialize a LR table with zero for each TD example.
For =; = 1 to size of TD
Compute the LE for x;.
Inzert a LR value to Training Dataset TD example e;.
Compute the 5VM EBF for e;
Clazzgification of example into two classes
}

Eeturn LEDT clazzification model.

Figure 29: The LRSVM algorithm Pseudocode

3.23.4.6 Decision TreeSupport Vector MachineModel(DTSVM)

The DTSVM model is the model was built bycomldritbeDT and SVMalgorithms Thefrpard
and’'kernlab' package are used to build this model, with the same parameters that aneitised

theDT and SVMmodels

This modelis implemened byexecutd theDecision Treealgorithnon training dataset example

then classification data by SVM_RBifgorithm

TheDTSVM algorithm Pseudocode is display in figuB)
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Procedoure DT3VM (TD, 5 Var, target, =ize of TD, N Var)

Input: TD: Training Dataset, 5_Var: selected Variables, Target: is a
class wariable, size of TD: number of Training Dataset examples, N _Var:
number of selected Variables.

Ontpmt: The RBEF 5VM model

Label training dataset examples by call DT (TD, 5 Var, target).
The TD examples = the DT tree

Represent the TD examples in N Var dimensional space.

For all TD example=z do

For all S_?ar x do

Compute the BEF 5VM k (x;, Xj)
k{_rl-,xj-} L e
}
1f Tiak(xpx )+ 020
Then the TD iz classified az a Yes example.
Elze the TD iz classified az a NHo example.

¥
Return the DTS5VM classgification model.

Figure 30: The DTSVM algorithm Pseudocode

3.2.34.7 Decision Tred.ogistic Regressiotodel(DTLR)

The DTLR model is the model was built bycombihtheDT andLRalgorithms Thefi r pand t
oglmo package are used to build this model, with the same parameters that angitsdte DT

andLR models

This modelis implemened byexecutd theDecision Treealgorithnon training dataset example

then classification data HyRalgorithm

TheDTLR algorithm Pseudocode is display in figuBd)(
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Procedure LE (TD, 5 Var, target, size of TD)

Input: TD: Training Dataset, 5 Var: selected Variables, Target: is a
class wvariable, =2ize of TD: number of Training Dataset examples.
Ontput: The Binary logistic regression model

Label training dataset examples by call DT (TD, 5 Var, target).
The TD examples = the DT tree

Initialize a weight tabkle for each 5 _Var values.

Initialize a LR table with zero for each TD example.

For z; = 1 to =size of TD

Compute the prediction P; for x;
_ 1
'Fl:_ _:I . JJ.P
e FEEH
Set LE table ([(xi) = P;
}

RBeturn LR model.

Figure 31: The DTLR algorithm Pseudocode
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Chapter FourResults

and Discussion



4.1 Introduction

Sevenbinary classification models were obtained to predict the break of théopgaskafteron

three techniqueare the Decision Treelogistic Regressiorand the Support Vector Machine
algorithms,

This chapter presents the results obtained from building each one of these modelst Then
displays the Models performance by calculatimg Error Rate, Sensitivity, False Positive Rate,
Specificity, Precision and Accuracy for each one of these models depending on the Confusion
Matrixes obtainedrom building each model.

The Models performance compared to know the test which thigesarch will recommendo

use and appglby the authorities concerned with this research

4.2 Results of Models

In this section the models results are introduced, to show impact of input variables in pipes

breaking

4.2.1 Results of Decision Tree model

When theDT model was built, the results of this model were collected. The model shows that
four variables from all the input variables are actually used to constru€ithevhich means

that they affecpipesbreaking, which are pressure zofipipe, age, material and diameter.

The DT structure was also obtained for the decision tree model, wilisplays the ca&s when
the pipe will break or nowith the probability of it, depending on the values of the four variables
thataffect pipes ananaycausebreakingforthem
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The summaryf rules that give us possibility for pipes breaking are

1. If Pressure_Zone =Asker_Camps,Ein_Camp,Rafedia,S5 or Zawata, Diam>=95 and

pipe.age>=35 then the probability of pipe break = 0.95

2. If Pressure_Z=C1, EO.1, EO0.2, EO0.3, Gasil, Hurush_line, NE1, NNE4, NWO,
NW1+NW2a, NW3+NW2b, out nablus, S2, S3, S4, SE1, SE2, SE3, W1, W0, W1, W2a,
W2b, W3, W4, Worash_Gravity and pipe.age< 49.5 and Material=DI,GS,HDPE,PVC or
if Pressure_Z=C1,E0.2,NE1,S3,S4MW0,W1,W2a,W3,W4 and Type=dis_ 2 and
Material = HDPEthen the probability of pipe break = 0.91.

3. If Pressure_Z=Asker_Camps,Ein_Camp,Rafedia,S5,Zawata and Diam< 95 and

pipe.age>=11.5 then the probability of pipe break = 0.91.

4. If Pressure_ZAsker_Camps,Ein_Camp,Rafedia,S5,Zawata and Diam< 9 and pipe.age<
11.5 and Material=HDPE then the probability of pipe break = 0.89

5. If Pressure_ Z=C1 , EO.1 , EO0.2, EO.3, Gasil, Hurush_line, NE1, NE2, NE4, NWO,
NW1+NW2a, NW3+NW2b, out nablus, S2, S3, SE1SSE2, SE3, WL, WO, W1, W2a,
W2b, W3, W4, Worash_Gravity and pipe.age< 49.5 and Material=PP,ST and
pipe.age>=12.5 then the probability of pipe break = 0.85

To understand the details of the decision tree structure and all the rules that represent this

tree, see the Appendix A

4.2.2 Results of Support Vector Machine (SVM) model
After the SVM model was built theresults were obtained show thatchiagacteristics of this

model are number of the support vectors (i.e., the number of observations are on the poundary

the value of the objective function (which is the algorithm optimizes) and the error value, that is
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calculated on the training dataséhe SVM modekurns out that th& contains 487 of Support
Vectors,-294.97710objective function valsand 0.031889error value on the training dataset.

4.2.3 Results of Logistic Regression (LR) Model

The Logistic Regression model results shbat the factorsvhich have a significat impact on
the occurrence oforoken pipes in the water distribution network, which ranked by importance

are Pressure Zone values, type of network, pipe age, Material and pipe diameter.

The pressure zones are arranged accordingheéo effecs as follows: out Nablus, SE3,
Hurush_line, SE2, SE2, NWO, Worash_Gravity, E0.3, W2b, S2, W2a, EO.1, W1, S3, WO, NE2,
EO0.2, W4, S5, WL, SE1, NW1+NW2a, Rafedia, NE1, W3, S4, Zawata, C1, NW3+NW2b and

Ein_Camp.

This resultshows that if the pipesiin the oll water distribution network, the odds of pipe breaks
will increaseby 5.63. The pipes made from HDPE material increase the odds of pipe breaks by

0.38

4.2.4 Results ofLRDT, LRSVM, DTSVM and DTLR Models

Thesemodek show that the variables that affect the broken pipes ranked by importance
are:Pressure Zone valyége of networkpipe ageMaterialandpipe diameterAnd it present

classification models to predict theoken pipesnd many of rules to that,
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4.3 Models Performance Evaluation

The evaluation model performance is the next step to build models on data mining. The models
that have been built should be validated, examined and evaluated to ensure their accuracy,
efficiency and feasibility in achievingetobjective of the research.

Models performance is evaluated by obtaining a confusion matrices for all models, then the Error
Rate, Sensitivity (True Positive Rate), False Discovery Rate, Miss Rate (False Negative Rate)
Precision (Positive Predictive Va)y Specificity (True Negative Rate) and Accuracy
performance measures are calculated for each model to evaluate and compare the models
performance, where the error rate shows a rate of wrong predictions in overall predictions, the
Sensitivity is the amourof lost water that the model can protect it, the False discovery rate is the
rate of pipes that the system expected they will be broken, but they actually did not. Which
represents the maintenance recommended by the system but actually did not need to be
conducted at the moment, the Miss Rate represents the amount of lost water from the water
distribution network due to broken pipes, which the model could not protect it. The Precision
represents the pipes that were actually broken and the model suceoeed¢ecting them, the
Specificity is the number of pipes that have not actually broken, and that the models have
successfully predicted them and the Accuracy is the ability of the model to give correct

prediction in overall.

Themodek performance evaluatioprocess in our research is divided into two phases. The first
phase is to test the models on the testing data set. The second phase is models testing and
validationon maintenanceéata from 2011 to 2016he one of themost prominenperformance

measures is the confusion matrix, which usealgulate many of performance measurements
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In nextsection thenodek performancesvaluatiophaseareperformed

4.3.1 The ModelsPerformance Evaluation on Testing Data

After the building of the prediction models on the training data set are completed. The testing
data setvhich is consisting of 961 records were selected randotimitis fed into the models

and obtainedheir results. Since these data are known, the prediction results are compared with
the actual results in the data set in operation, and this comparison or differentiation leads to
verification of the accuracy of the model through different methods of &i@hu In this section

these models wengerformed on the test data $etevaluate the performance thie all models

that were builtThen the confusion matrix was obtained for each of thaseels,after thatthe

modelsareevaluated by calculatingeémunber of performance measurements

The confusion matrices for each of the all prediction modelshisdatashowthat the testing
data set is actllg classified into two classes. They areThe "Yes' class, which contains the
pipesthat were actually broken, that are 187 pipes, &l tlass, which contains the pipes that

were actually not broken, that is 774 pipe summary of thesratriceshows inTable(4).

Table 4: The Summary for confusion matrices of all models ontesting dataset

TN FP FN TP

DT 761 13 41 146

SVM 762 12 24 163

= LR 742 32 38 149
3 LRDT 766 14 14 167
= LRSVM 773 7 1 180
DTSVM 796 6 5 174

DTLR 794 8 9 150
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The confusion matrix of thBT for pipe break prediction modeshowsthis model predicted that
159 pipes would be broken while the 802 gipmuld notbe broken This classification model
succeeded in predictindpat 761 pipes would nobe brokenand it actudl/ did not break, and
146 pipes woulde brokerand itactually broke However,it failed to predicton the 13 pipedt

predicted they woulde brokenbut actuallyt h e y , d is dlso dailed to prediobn4l pipes

whenit predicted tey would not be broken, but they broke

The confusion matrix of th&VMmodel showsthis model predicted that7b pipes would be
broken while ther86 pipes would notbe brokenlt succeeded in predictirthat 762 pipes would
notbe brokenand it actudy did not break, and@B pipes wouldoe brokerand itactually broke
However,it failed to predicton the 12 pipedt predicted they wouldtbe brokerbut actuallythey
di dmiddlso failed to prediacin24 pipes wheit predicted tley would not be broken, but they

broke

The confusion matrix of th&€ R modekhowsthis model predicted that8ll pipes would be
broken while the780 pipes would not be broken This classificationmodel succeeded in
predictingthat742pipes would nobe brokenand it actudy did not break, and4DB pipes would
be brokenand itactually broke However,it failed to predicton the 32 pipedt predicted they
would be brokerbut actuallyt h e y ,idis also failed to prediadn38 pipes wheit predicted
they would not be broken, but they broke

Table The LRDT model predicted that 181 pipes would be broken &80 pipe would not
break.This classification model succeeded in predictimaf766 pipes would nobe brokenand

it actualy did not break, and 167 pipes woudd brokerand itactually brokeHowever,it failed
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to predicton thel4 pipes.It prediced they wouldoe brokerbut actuallyt h ey ,idis dlso o t

failed to predicon 14 pipes wherit predicted tley would not be broken, but they broke.

The confusion matrix for th& RSVM modelsucceeded in predictirthaf/ 73 pipes would nobe
broken,and it actudy did not break, and 8D pipes wouldbe brokenand it actually broke
However,it failed to predicton the 7 pipeslt predicted they wouldbe brokerbut actuallythey
di d nié also failed to prediain 1 pipe whenit predicted tiey would not be broken, but they

broke.

The confusion matrix for th& TSVM modelsucceeded in predicting tha®6 pipes would not
be broken, and it actually did not break, and 174 pipes would be broken and it actually broke.

However, it failed to predict on the 6 pipes.

It predicted they would be broken but ectuall

when it predicted they would not be broken, but they broke.

The confusion matrix for th&®TSVM modelshownThatsucceeded in predictirthat 794 pipes
would notbe brokenand it actudy did not break, and 150 pipes woudd brokerand itactually

broke

However,it failed to predicton the 8 pipeslt predicted they woulde brokerbut actuallythey
d i d nié dlso failed to prediadn9 pipes wheiit predicted tley would not be broken, but they

broke

The result ofll performance measurésr models ortestingdataseshown in thelable(5).
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Table 5: Models performance on testing dataset

Model

DT [ LR | SVvM [ LRDT [LRSVM | DTSVM | DTLR

Error rate 0.06 | 0.07 | 0,04 0.03| 0008 0.011| 0.018

Sensitivity 0.78 | 080 | .87 0.92 0.99 0.97 0.94

% ;"’i"siivery el 008 | 01| 006 | o008 003 0.03| 0.05
@®

2 | Miss rate 0.22 | 020 | 013 0.08| 0.01 0.03 0.06

Precision 0.92 | 082 | o3 0.92| 096 0.96 0.95

Specificity 098 | 0.96 | pog 0.98| 0.99 0.99 0.99

Accuracy 094 | 093 | .96 0.97 0.99 0.98 0.98

which shows that the error rate for the LRSVM modeheslowest compared to the error rate of

the other models in th€able,since its error rate is negligiblehe Sensitivity metrishows that

the LRSVM model is the best omé these mode|swhere itprovides approximatel99% from

lost water from broken pipeshe FalseDiscoveryRateshows that the LRSVM and DTSVM

models have the same false positive rate value that is the leastth@sathodelsthe Miss Rite

shows that the LRSVM model has tlosvest valugor all thesemodds,Bestspecificity valuein

Tableis 0.99, where it was achieved by the LRSVM, DTSVM and DTLR moOae¢d RSVM

model the most accurate of these modasa final result for using all previous performance

measures to evaluate the performance of albthikeling models, the LRSVM model is the best

model for pipes breaks predictioomparedvith other models in thisesearch.
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4.3.2 The ModelsPerformance Evaluation on All Available Maintenance Data

All prediction models for broken pipes that were built in this reseagpecially the LRSVM

model that isprovedto behighly efficient when examined on a test data détwever,this is

not enough to juge the efficiency of this modek the size of the training data set is rather small.

As a resultthese models must be applied on a large and real data set, and ahexteethe
performance of the models on it; to know their efficiency in fact.

Therefore, this section assesses the performance ofmost of these models on maintenance data for
the years 2011 to 2016. Through building pipe break prediction models usingodatsafs

before 2011, and then evaluating model performance through tloé nsgntenance data set for

year 2011 as a test data set. The models arebilnérby adding the maintenance data set for

year 2011 to the models, and then tested on the 2012Aft¢athat all maintenance data sets

until 2012 are used to build the models, and then use the maintenance data set for 2013 as a
testing data set to evaluate models performance. Thémedsame way appliedgith all the data

in thefollowing years unti2016.The overview of all data sets testing is showRigure(32).

Models testing

Datasets of pipe in the last years

1

Prediction model

1

State of pipe in the next year J

Figure 32 Model testing overview
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Theesult ofconfusion matrice®or DT, SVM, LR, LRSVMmodels on maintenance data for the

years from 2011 to 2086own inTable(6).

Table 6: The result of confusion matrices for models on maintenance data

N Fp FN TP
Dataset Model

DT 3442 379 210 301

= LR 3346 457 118 393

8 SVM 3421 400 109 402

LRSVM 3431 479 43 379

DT 3902 113 310 280

N LR 3902 113 281 309

8 SVM 3855 160 165 425

LRSVM 3950 15 235 405

DT 3612 71 250 676

™ LR 3516 167 355 571

8 SVM 3632 51 323 603

LRSVM 3585 0 382 642

DT 3743 102 338 608

| LR 3632 213 244 702

8 SVM 3741 104 209 737

LRSVM 3758 33 22 978

DT 3649 97 238 812

L0 LR 3536 210 200 850

8 SVM 3652 94 180 870

LRSVM 3677 27 121 971

DT 3670 113 216 808

© LR 3543 240 190 834

8 SVM 3682 101 186 838

LRSVM 3681 128 28 970

The same performance measures that were calculated when the models were executed on the

testing data set areomputed at this stage, depending on the all values of confusion matrices
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formodels. The DT, LR and SVM models performance on all datasets shiable(7), and the

SVM and LRSVM models performance on all datasets shovalire (8)

Table 7: The performance of DT. LR and SVM models on data sets for the years 2011 to 2016

Model
2011 2012 2013 2014 2015 2016
DT |SVYM [ LR | DT [SYM | LR | DT [SYM | LR [ DT |SVM [ LR | DT [ SYM | LR | DT | SWM | LR
Error rate | 014 0.12]0.13[ 0.09| 0.07(0.09| 007| 008 0.11]0.09( 0.07| 0.10| 0.07| 0.06 [ 0.09 | 0.07 | 0.06 | 0.09
Sensitivity [ 059| 0.79| 0.77 | 0.47| 0.72| 052 0.73| 0.65| 0.62 | 0.64| 0.78| 0.74| 0.77| 083 0.81] 0.79| 0.82| 0.81
L | false
7 discovery [056| 050|054 029| 027|027 010| 008|023 0.14| 012|023 011| 010 020|012 0.11]0.22
©
o | rate
= [ Miss rate | 041| 021]023] 053| 028 048|027 035|038 036] 022 026]023] 0.17] 019 021] 018|010
Precision | 044 050|046 0.71| 0.73( 0.73| 0.90| 092 0.77]| 0.86 0.88] 0.77| 0.89| 0.90| 0.80( 0.88| 0.89| 0.78
Specificity [ 0.90| 090|088 0.97| 0.96 | 0.97 | 0.98| 0.99 | 0.95| 0.97 | 0.97 [ 0.94| 0.96 ( 0.97 | 0.94| 0.97 | 0.97 | 0.94
Accuracy | 086 088| 087|091 093] 091|093 092]| 089|091 093]|0.90(093| 094|091 093| 094091
Table 8: The performance of SVM and LRSVM models on data sets for the years 2011 to 2016
Model
2011 2012 2013 2014 2015 2016
LRSV LRSV LRSV [ sV [ LRsv LRSV
SVM Y svMm [ T | swm | T o by SVM Y SVM LRSVM
Error rate 012| 012| o007| 005 008| 008| 007 001 006| 0.03 0.06 0.03
Sensitivity 079| 090| o072| o063 065| 063| 078 098 083| 0.89 0.82 0.97
o .
5 | false discovery ratg 050| 056| 027| 004 008| 000| 012 003 010| 0.03 0.11 0.12
2} -
8 Miss rate 021| 010| o028| 037 035| 037]| 022 002 017 011 0.18 0.03
= | Precision 050| 044 073| 096 092 100| 088| o097| o090 097 0.89 0.88
Specificity 090 o088| 096 100| 099| 1.00( 097 099| 097| 0.99 0.97 0.97
Accuracy 083 088| 093 095| 092| 092 093 099| 094| 097 0.94 0.97
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Depending on the previous twiables, the Error Rate for each model for all study data sets
showsthe SVM model has the lowest error rate for most years compared with other models in
Table (7) , since the error rate for it does not exceed 12% for all data sets. But the LRSVM
model has the low or the same error rate for SVM model. the Sensitivity show that the SVM
model is the better than DT and LR models on all data sets except for the 2@L&ebbere is

have a missing data, where the SVM model provides approximately 72% to 83% from lost water.
when compared the SVM and LRSVM Sensitivity show that the LRSVM model Sensitivity is
better than SVM in most datasets that have been tested. Then®dd has lowest False
discovery rate compared with DT and LR models, but LRSVM has a false discovery rate of less
than the SVM model. the SVM model have the lowest miss rate for the three models on all
datasets except for the 2013 dataset because théa/é a missing data. Where the SVM
model have approximately 17% to 28% from miss rate, which is a small value compared to the
amount of water lost that protects it, the LRSVM model have the almost low miss rate than SVM
for all datasets. The SVM modeasithe highest Precision compared to the other two models and
the LRSVM Precision is better than SVM Precision.

The SVM model has the highest Specificity compared to the other two models on all data sets
exception on the data for 2012, but the differelbe®veen it and the LR model is 0.01 that is a
small difference. The LRSVM Specificity is better than SVM Specificity. The SVM model has
the accuracy better than other two models on all datasets except on the 2013 dataset because
there is have a missing datThe LRSVM model has the best accuracy for all these models, its

accuracy is good.
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The summary of models performance evaluation is the LRSVM model is the best one of these

models that can be used for pipes break prediction.
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Chapter Five
Conclusion and

Future Work



5.1 Introduction

In this research, data mining techniques were applied to the data which was obtained from the
Studies and Maintenance departments from Nablus Municipality in order to develop a model for
the prediction of pipe break by testing, and then later classifii@gipe patterns in the water
distribution network in Nablus city into two categories, namely pipes with break, and pipes
without break. The importance of this research in addition to the recommendations and the future

work are presented in the followingations.

5.2 Contributions and Significance of the Research

V The performance evaluation otsearchmodels shows that they are effective for
predicting pipebreakage because they resulted in high accuracy with a little error rate in
prediction in addition to their ability to save a good amount of water that is lost as a result
of broken pipes in the network .

V  When comparing the performance msearchmodelsit was found that the LRSVM
model is the most reliable model in the anticipation of pipes' breaks because it gave the
best valuedor most of the calculated performance measures as its error rate varied
between 0.01 and 0.12, and it magy able to save up to 0.97 water from the amount of
water lost from the network, with an accuracy rate that may reach 0.99.

V This researgiresented an integrated database for the water distribution network in
Nablus.

V The research modelgresented the varids that affect the broken pipewhich are

Pressure Zone valudgpe of networkandpipe age materialanddiameter.
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5.3 Recommendations

Based on the results of this research, theeensimber of recommendations to be submitted to
Nablus Municipality in order to effectively solve the problem of water loss from the water

distribution network. The recommendations are as follows:

1. Adopting the integrated databasi@s was built during tlsi research bthe Department
of Water and Sanitation in the Municipality of Nablus in both Maintenance and Studies
sections.

2. Employing the predictive models in order to allocate the budget of the maintenance
department. This can be realized by determining the number of pipes that are expected
to break duringa certain period of time and the specifications of these pipes, thus
hdping in the estimation of maintenance requirements for the broken pipes in the water
distribution network.

3. Utilizing prediction models to minimize the problem of water loss from broken pipes,
through carrying out maintenance work on the pipelines thaexpected to break,
before they break.

4. Designing an electronic form for the old water distribution network in order to retrieve
missing pipes data.

5. Collecting data about the pipes underground depth and adding them to the records of
the Water and Sanitatidbepartment in order to use it to study the impact of this factor

on the pipes break.
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6. Determiningby installing pressure sensors on the network, the pressure value in each
pipe in the network accurately, rather than relying on the pressure zone in general, as
the pressure of water in each pipe in any area varies between the pipes and as the
pressure tethe beginning of the pumping area is higher than it at the end.

7. Benefiting from the Global Positioning System (GPS) through the use of an application
that would help determine the coordinates of the piping site under maintenance and
connect the maintenae work with the Geographic Information Systems (GIS)
network.

8 Designing an online system that relies on
the maintenance and studies departments?o

work zones direcil.

5.4 Future Work

Although this research presented a good model for predicting pipe breakage, this does not mean
that research stops here; on the contrary, this research opens up prospects for future works as

shown below:

V Research can be further expandeatblecting more longitudinal data on pipes breakage
and by adding the parameters of pipes depth and pressure value to increase the accuracy

of prediction performance models.
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V This study focused on the study and analysis of data on the main water pipelines i
water distribution network in Nablus City. Future research can be conducted to study all

the pipes in the water distribution network.

V The results of this research can be used in the future to build an application that would
help in the prediction gbipe breaking and that would assist the maintenance department
in budgeting and assessing the maintenance equipment for use in the Maintenance and

Studies departments in Nablus Municipality.

V The GIS system can be used to represent the water distributtarorkewhich is
implemented by Nablus Municipality in order to use the spatial data mining techniques to
build a model for predicting pipe breakage in the water distribution network. The model
which will utilize the GPS system should enable its users tatdothe pipes that are
expected to break. This would in turn facilitate and speed up the work of the maintenance
teams, and reduce the problem of water loss from broken pipes in the water distribution

network.
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Appendices



A.Experimental results for decision tree model

A.1 The structure of the decision tree

The summary of the structure of the decision tree was obtained afterabrlddsification

decision tree model for this research as presented in the next:

Summary of the Decision Tree model for Classification (built using ‘rpart’):

n= 2885

node), split, n, loss, yval, (yprob)

* denotes terminal node

1) root2885 532 no (0.815597920 0.184402080)

2) Pressure_Z= C1, EO.1, EO0.2, EO.3, Gasil, Hurush_line, NE1, NE2, NE4, NWO,
NW1+NW2a, NW3+NW2b, out nablus, S2, S3, S4, SE1, SE2, SEB, W0, W1, W2a,
W2b, W3, W4, Worash_Gravity 2280 174 no (0.92368421163.05789)

4) pipe.age< 49.5 2237 132 no (0.940992401 0.059007599)
8) Material=DI,GS,HDPE,PVC 1965 70 no (0.964376590 0.035623410)

16) Pressure_Z=EOQ.1, EO.3, Gasil, Hurush_line, NE2, NE4, NWO, NW1+NW?24
NW3+NW2b, out nablus, S2E3, SE2, SE3, W2b, Worash_Gravity 925 7no
(0.992432432 0.007567568) *

17) Pressure_Z= C1, EO.2, NE1, S3, S41WVO0, W1, W2a, W3, W4 1040 63 ng
(0.939423077 0.060576923)

34) Type=dis_1 435 6 no (0.986206897 0.013793103)
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35) Type=dis_2 605 57 no (0.905785124 0.094214876)
70) Material=GS, PVC 582 36 no (0.938144330 0.061855670) *
71) Material=HDPE 23 2 yes (0.086956522 0.913043478) *
9) Material=PP, ST 272 62 no (0.773824 0.227941176)
18) pipe.age< 12.5 205 5 no (0.975609756 0.024390244) *
19) pipe.age>=12.5 67 10 yes (0.149253731 0.850746269) *
5) pipe.age>=49.5 43 1 yes (0.023255814 0.976744186) *

3) Pressure_Z= Asker_Camps, Ein_Camgfelia, S5, Zawata 605 247 yes
(0.408264463 0.591735537)

6) Diam>=95 208 21 no (0.899038462 0.100961538)

12) pipe.age< 35 189 3 no (0.984126984 0.015873016) *

13) pipe.age>=35 19 1 yes (0.0526313.P37368421) *

7) Diam< 95 397 60 yes (0.151133501 0.848866499)

14) pipe.age< 11.5 43 16 no (0.627906977 0.372093023)
28) Material=GS, PP, ST 25 0 no (1.000000000 0.000000000) *
29) Material=HDPE 18 2yes (01111111 0.888888889) *

15) pipe.age>=11.5 354 33 yes (0.093220339 0.906779661) *

This summary of the structure of the decision tree will be explained in detail below:

1) root 2885 532 no (0.815597920 0.184402080)

As shown in this summary all obsetims in training data set that is 2885 observations are
represented in the root node. This information provided shows that the majority class of the

root node is no, but the 532 observations of the all observations in root are classified as
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class Yes. Weére the root node show that 81.6% (i.e., 0.815597920 as a proportion) of the
observations have the target variable pipe break as No, and 18.4% of the observations have
it as Yes. The root node is split into two subnodes. The split is based on the variable

Pressure_Z.

2) Pressure_Z=C1 ,E0.1 ,E0.2, EQ.3, Gasil ,Hurush_line, NE1, NE2, NE4, NWO,
NWI1+NW2a, NW3+NW2b, out nablus, S2, S3, S4, SE1, SE2, SEB, W0, W1, W2a,
W2b, W3, W4, Worash_Gravity 2280 174 no (0.923684211 0.076315789)

Node 2 has the splexpressed as Pressure_Z= C1, EO.1, EO.2, E0.3, Gasil, Hurush_line,
NE1, NE2, NE4, NWO, NW1+NW2a ,NW3+NW2b ,out nablus, S2, S3, S4, SE1, SE2,
SE3, W1, W0, W1, W2a, W2b, W3, W4, Worash_Gravity. Node 2 is having 2280
observations of the all observationsraot. The majority class of the node 2 is no. Only

174 observations of these 2280 observations are misclassified, which means they are
classified as class Yes. the accuracy of predicting for pipe break in the node 2 is 92.4% in
predicting that it does n@ipe break and 7.6% of the observations have it as Yes.

3) Pressure_Z=Asker_Camps,Ein_Camp,Rafedia,S5,Zawata 605 247 yes (0.408264463
0.591735537)

the node 3 has the split expressed as Pressure_Z= Asker_Camps, Ein_Camp, Rafedia, S5,
Zawata The node 3 is having 605 observations of the 2885 observations that are all
observations in root. The majority class for this node is yes. the 247 observations of it are
represented the pipe won't break, which means the accuracy of predicting foregipénbr

the node 3 is 59.2% of pipe (i.e., 0.591735537 as a proportion) in predicting that it does not
pipe break. and 40.8% of the observations have it as class no.

Each one of node 2 and node 3 are split into two subnodes. Node 2 is split into node 4 and
node 5. The split is based on the variable pipe.age.

4) pipe.age< 49.5 2237 132 no (0.940992401 0.059007599)
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The majority class for the node 4 is no. which has the split expressed as pipe.age< 49.5 and
2237 observations of all observations in the nodeTl2e 132 observations of it are
misclassified, and the accuracy of predicting for pipe break in it is 94% of pipe that it does

not pipe break and 6% of the pipe in predicting that it will pipe break.

5) pipe.age>=49.5 43 1 yes (0.023255814 0.976744186

The majority class for the node 5 is yes. Which has the split expressed a pipe.age>= 49.5.
97.7% of the observations have it as yes. And 2.3% of the observations have it as no. node

5 is marked with an asterisk (*), indicating that they are ternmiodés (they are not further
split).

8) Material=DI, GS, HDPE, PVC 1965 70 no (0.964376590 0.035623410)

9) Material=PP, ST 272 62 no (0.772058824 0.227941176)

Node 4 is split into node 8 and node 9. The split is based on the vvizigieal.

Node 8 when Material= DI,GS,HDPE,PVC the majority class is no. 3.6% of the
observations have it as yes. and 96.4% of the observations have it as no. node 8 is split into
node 16 and node 17. The split is based on the variable Pressure_Z.

Node 9 when Material= PP, ST the majority class is no. 22.8% of the observations have it
as yes. and 77.2% of the observations have it as no.

Node 9 is split into node 18 and node 19. The split is based on the variable pipe.age.

16) Pressure_Z= ED, E0.3, Gasil,Hurush_line, NE2, NE4, NWO, NW1+NW2a,
NW3+NW2b, out nablus, S2, SE1, SE2, SE3, W2b, Worash_Gravity 925 7 no
(0.992432432 0.007567568) *
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17) Pressure_Z= C1, EO.2, NE1, S3, S41WO0, W1, W2a, W3, W4 1040 63
no (0.939423077 0.060576923)

Node 16 when Pressure_Z= EO0.1, EO0.3, Gasil,Hurush_line, NE2, NE4, NWO,
NW1+NW2a, NW3+NW2b, out nablus, S2, SE1, SE2, SE3, W2b, Worash_Gravity the
majority class is no. 0.7% of the observations have it as yes, and 99.3% lode¢heations

have it as no. they are terminal nodes

Node 17 when Pressure_Z=C1,E0.2,NE1,S3,S4,W0,W1,W2a,W3,W4 the majority

class is no. 0.6% of the observations have it as yes, and 94% of the observations have it as
no.

Node 17 is split into node 3hd node 35. The split is based on the variable type.

34) Type=dis_1 435 6 no (0.986206897 0.013793103) *

35) Type=dis_2 605 57 no (0.905785124 0.094214876)

Node 34 when Type=dis_1 the majority class is no. 1.4% oblbiservations have it as

yes, and 98.6% of the observations have it as no. they are terminal nodes

Node 35 when Type=dis_2 the majority class is no. 9.4% of the observations have it as
yes. and 90.6% of the observations have it as no.

Node 35 is splitnto node 70 and node 71. The split is based on the variable Material.

70) Material= GS, PVC 582 36 no (0.938144330 0.061855670) *

71) Material= HDPE 23 2 yes (0.086956522 0.913043478) *

Node 70 when Material= GS, PVC thwjority class is no. 6.2% of the observations have
it as yes, and 93.8% of the observations have it as no. they are terminal nodes
Node 71 when Material=HDPE the majority class is yes. 8.7% of the observations have it

as no. and 91.3% of the observatidhave it as yes, they are terminal nodes
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18) pipe.age< 12.5 205 5 no (0.975609756 0.024390244) *

19) pipe.age>=12.5 67 10 yes (0.149253731 0.850746269) *

Node 18 when pipe.age<12.5 the majority class is no. 2.4% of the obsesvadicee it as
yes. and 97.6% of the observations have it as no. and they are terminal nodes
Node 19 when pipe.age>=12.5 the majority class is yes. 14.9% of the observations have it

as no. and 85.1% of the observations have it as yes. they are terndiesl no

Refer to node 3, They are split into two nodes, and they are node 6 and node 7

The split is based on the variable Diam

6) Diam>=95 208 21 no (0.899038462 0.100961538)

7) Diam< 95 397 60 yes (0.151133501 0.848866499)

Node 6 when Dian=95 the majority class is no. 10.1% of the observations have it as yes,
and 89.9% of the observations have it as no.
Node 6 is split into node 12 and node 13. The split is based on the variable pipe.age.

12) pipe.age< 35 189 3 no (0.98412609815873016) *

13) pipe.age>=35 19 1 yes (0.052631579 0.947368421) *

Node 12 when pipe.age<35 the majority class is no. 1.6% of the observations have it as

yes. and 98.4% of the observations have it as no. and they are terminal nodes
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Node 13 when pipe.age>=35 the majority class is yes. 5.3% of the observations have it as

no. and 94.7% of the observations have it as yes. they are terminal nodes

Node 7 when Diam< 95 the majority class is yes. 94.7% of the observations have it as
yes And 5.3% of the observations have it as no.
Node 7 is split into node 14 and node 15. The split is based on the variable pipe.age.

14) pipe.age< 11.5 43 16 no (0.627906977 0.372093023)

15) pipe.age>=11.5 354 33 yes (0.093220339 0.9GHIY

Node 14 when pipe.age< 11.5. The majority class is no. 62.8% of the observations have it
as no. and 37.2% of the observations have it as yes. Node 14 is split into node 28 and node

29. The split is based on the variable Material.

Node 15 whemipe.age>=11.5. The majority class is yes. 9.3% of the observations have it

as no. and 90.7% of the observations have it as yes. They are terminal nodes

28) Material=GS, PP, ST 25 0 no (1.000000000 0.000000000) *

29) Material=HDPE 182 yes (0.111111111 0.888888889) *

Node 28 when Material=GS, PP, ST the majority class is no. 100% of the observations
have it as no. and they are terminal node.
Node 29 when Material=HDPE the majority class is yes. 11.1% of the observations have it

asno. and 88.9% of the observations have it as yes. And they are terminal node

A.2 Decision Tree as rules:

Rule number: 5 [pipe.break=yes cover=43 (1%) prob=0.98]
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Pressure_Z=C1,E0.1,E0.2,E0.3,Gasil,Hurush_line,NE1,NE2,NE4,NWO,NW1+NW2a,NW
3+NW2b,out nablus,§33,54,SE1,SE2,SE3;W
1,W0,W1,W2a,W2b,W3,W4,Worash_Gravity

pipe.age>=49.5

Rule number: 13 [pipe.break=yes cover=19 (1%) prob=0.95]

Pressure_Z=Asker_Camps,Ein_Camp,Rafedia,S5,Zawata
Diam>=95

pipe.age>=35

Rule number: 71 [pipe.break=yes cover=23 (1%) prah91]

Pressure_Z=C1,E0.1,E0.2,E0.3,Gasil,Hurush_line,NE1,NE2,NE4,NWO,NW1+NW2a,NW
3+NW2b,out nablus,S2,S3,54,SE1,SE2,SE3,W
1,W0,W1,W2a,W2b,W3,W4,Worash_Gravity

pipe.age< 49.5
Material=DI,GS,HDPE,PVC
Pressure_7Z=C1,E0.2,NE1,S3,S4MWO0,W1,W2a,W3,W4
Type=dis_2

Material=HDPE

Rule number: 15 [pipe.break=yes cover=354 (12%) prob=0.91]

Pressure_Z=Asker_Camps,Ein_Camp,Rafedia,S5,Zawata

Diam< 95
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pipe.age>=11.5

Rule number: 29pipe.break=yes cover=18 (1%) prob=0.89]
Pressure_Z=Asker_Camps,Ein_Camp,Raf&digZawata
Diam< 95

pipe.age< 11.5

Material=HDPE

Rule number: 19 [pipe.break=yes cover=67 (2%) prob=0.85]

Pressure_7Z=C1,E0.1,E0.2,E0.3,Gasil,Hurush_line,NE1,NE2,NE4,NWO,NW1+NW2a,NW
3+NW2b,out nablus,S2,S3,54,SE1,SE2,SE3,W
1,W0,W1,W2a,W2b,W3,W4,Worash_Grity

pipe.age< 49.5
Material=PP,ST

pipe.age>=12.5

Rule number: 74 [pipe.break=no cover=582 (20%) prob=0.06]

Pressure_Z=C1,E0.1,E0.2,E0.3,Gasil,Hurush_line,NE1,NE2,NE4,NWO,NW1+NW2a,NW
3+NW2b,outnablus,S2,S3,54,SE1,SE2,SE3,W
1,W0,W1,W2a,W2b,W3,W4,Worash_Gravity

pipe.age< 49.5
Material=DI,GS,HDPE,PVC
Pressure_Z=C1,E0.2,NE1,S3,S4MW0,W1,W2a,W3,W4
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Type=dis_2

Material=GS,PVC

Rule number: 1§ [pipe.break=no cover=205 (7%) prob=0.02]

Pressue_Z=C1,E0.1,E0.2,E0.3,Gasil,Hurush_line,NE1,NE2,NE4,NWO,NW1+NW2a,NW
3+NW2b,out nablus,S2,S3,S4,SE1,SE2,SE3,W
1,W0,W1,W2a,W2b,W3,W4,Worash_Gravity

pipe.age< 49.5
Material=PP,ST

pipe.age< 12.5

Rule number: 13 [pipe.break=no cover=189 (7%) prob=0.02]

Pressire_Z=Asker_Camps,Ein_Camp,Rafedia,S5,Zawata
Diam>=95

pipe.age< 35

Rule number: 34 [pipe.break=no cover=435 (15%) prob=0.01]
Pressure_Z=C1,E0.1,E0.2,E0.3,Gasil,Hurush_line,NE1,NE2,NE4,NWO,NW1+NW2a,NW
3+NW2b,out nablus,S2,S3,54,SE1,SE2,SE3,W
1,W0,W1,W2a,W2BV3,W4,Worash_Gravity

pipe.age< 49.5
Material=DI,GS,HDPE,PVC

Pressure_7Z=C1,E0.2,NE1,S3,S4MWO0,W1,W2a,W3,W4

97



Type=dis_1

Rule number: 16 [pipe.break=no cover=925 (32%) prob=0.01]

Pressure_Z=C1,E0.1,E0.2,E0.3,Gasil,Hurush_line,NE1,NE2,NE4,NWO,NW 1 aNNMP
3+NW2b,out nablus,S2,S3,54,SE1,SE2,SE3,W
1,W0,W1,W2a,W2b,W3,W4,Worash_Gravity

pipe.age< 49.5
Material=DI,GS,HDPE,PVC

Pressure_Z=E0.1,E0.3,Gasil,Hurush_line,NE2,NE4,NWO,NW1+NW2a,NW3+NW2b,out
nablus,S2,SE1,SE2,SE3,W2b,Worash_Gravity

Rule number: 2§ [pipe.break=no cover=25 (1%) prob=0.00]

Pressure_Z=Asker_Camps,Ein_Camp,Rafedia,S5,Zawata
Diam< 95
pipe.age< 11.5

Material=GS,PP,ST
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